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Abstract 

The experimental electron-density distribution and 
the distribution of electrostatic potential for 3'-0- 
acetyl-2'-deoxy-5-methyoxymethyluridine have been 
determined from high-resolution X-ray diffraction 
data collected at 145 (4) K using graphite- 
monochromated Mo Ka radiation to sin0/A = 
1.08 A. -~ Crystal data: CI3H18N207, Mr = 314.297, 
triclinic, P1, a =  5.9701 (7), b =  6.7357 (6), c =  
9.5770(10) A, a=77 .21 (1 ) ,  f l=79.95(1) ,  y =  
75.45 (1) °, V= 360.63 (6) A 3, Z = 1, F(000)= 166, 
D~ = 1.447, Dm = 1.43 (2) Mg m-3, > = 
0.]278 mm-~, a = 0.71069 A. The integrated intensi- 
ties of 15 087 reflections were measured and reduced 
to 7067 independent reflections with I_> 3o-(1). The 
partial charges on the atoms of the molecule were 
determined and are in reasonable agreement with ab 
initio values reported for fragments of the molecule. 
The acetal bond, O'(4)--C'(1), shows higher electron 
density than the O'(4)--C'(4) bond does, which is 
more typical of an ether bond. The presence within a 
molecule of methyl H atoms in the vicinity of an O 
atom that might serve as the acceptor of a hydrogen 
bond appears to significantly perturb the electrostatic 
potential around the O atom and make it less accept- 
able for hydrogen bonding. The atoms N(3), 0(52) 
and 0(4) combine to create a molecular surface with 
negative electrostatic potential that extends over part 
of one face of the 5-methoxymethyluridine ring. 

1. Introduction 

1.1. The mathematical model 

The methodology of charge-density crystallo- 
graphy has evolved over the past two decades from 
the study of simple organic molecules to the study of 
complexes of transition metals and organic molecules 
of sufficient size and complexity that they are cap- 
able of showing interesting biological properties 
(Klein, Majeste & Stevens, 1987; Klein, Stevens, 
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Zacharias & Glusker, 1987; Klein & Stevens, 1988a; 
Souhassou et al., 1991). The determination of the 
accurate distribution of the electron density of bio- 
organic molecules requires that the integrated inten- 
sities of reflections be measured with very high preci- 
sion and accuracy because the features of interest in 
the experimental electron density may involve varia- 
tions in the electron density of a similar order of 
magnitude as the effects of random errors and pos- 
sible systematic errors. 

Systematic error in the results of electron-density 
determinations may be introduced by errors in the 
description of the sample crystal, in the measurement 
of the integrated intensities, in the method of reduc- 
tion of integrated intensities to the observed struc- 
ture amplitudes, and in the structural model used to 
fit the observed electron density by least-squares 
minimization of the differences between the observed 
and calculated structure amplitudes. 

The structural model proposed by Stewart (1976), 
and modified by Hansen & Coppens (1978), conve- 
niently expresses the electron density of atoms as an 
expansion in terms of multipoles, 

p ( r )  = p~(r) + K3pvpv(Kr) + K '3~ 'RI (K ' r )  
I 

+1 
x Y. Pzr,,Y,m(O,O), (1) 

m =  - - l  

where Pv and Pz,,, are refinable population param- 
eters, K and K' are refinable parameters describing 
the contraction/expansion of the spherical and non- 
spherical components of the valence electron density, 
respectively, and p,. and Pv are the core electron 
density and the spherical part of the valence electron 
density. The radial functions R~(K'r) may be Slater- 
type functions (Hansen & Coppens, 1978) or numeri- 
cally defined functions based on a Hartree-Fock 
calculation of a spherically averaged valence density. 

Traditional use of the results of X-ray diffraction 
in the study of molecular recognition usually 
involves matching the geometry of the substrate to 
that of an active site of the macromolecule. The 
geometry of the molecule in the crystal is assumed to 
be similar to that in solution. The usefulness of this 
approach is limited because the geometry of the 
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substrate is often altered from that in solution before 
it encounters the active site. Souhassou et al. (1991) 
have discussed further the reasons that the distribu- 
tion of electrostatic potential of a molecule is impor- 
tant in the early stages of molecular recognition, and 
why an accurate knowledge of the full-charge-density 
distribution is needed in order to calculate the elec- 
trostatic potential distribution. 

In general, a property of the electron distribution 
can be calculated as a Fourier summation of the 
structure factors with each term weighted by the 
Fourier transform of the operator corresponding to 
that property (Spackman & Stewart, 1981; Klein & 
Stevens, 1988b). In particular, the distribution of 
electrostatic potential for a molecule in the crystal 
may be calculated from 

O(r) = l~ (F~ /d~2)  exp ( -  2rrid*.r), (2) 

where dr~ is the conventional reciprocal lattice vector 
and Fd is a calculated structure factor based on a 
multipole model modified to include the nuclear 
charge. 

O(r) calculated in this way is affected by series 
termination, although the dff -2 factor substantially 
lowers the effect of missing terms. Of greater signifi- 
cance is the fact that the direct contributions of the 
charges on neighboring molecules in the crystal are 
included in the calculation of the electrostatic 
potential. In a biological system, the neighboring 
molecules would not be the same species of molecule 
as the sample molecule, but would instead be mostly 
water molecules. 

Alternatively, the distribution of electrostatic 
potential can be calculated directly from 

Zi p(r')dr' 
O(r)-- ~lr;- rl f ~-~1 ' (3) 

where the first term represents the contribution from 
nuclear charges and the second terms represents the 
contribution from the electron density. The sum and 
integration normally include the atoms of only one 
molecule and, therefore, does not directly include the 
effects of the charge distribution of neighboring mol- 
ecules. Nevertheless, the charge distribution of neigh- 
boring molecules may influence the charge 
distribution within the volume of integration and 
thereby indirectly alter the electrostatic potential of a 
molecule in a crystal from that of a free moleculc or 
of a molecule in aqueous solution. 

similar compounds to test for the consistency of the 
results. Therefore, we report here the first in a series 
of studies of the electron-density and electrostatic 
potential distributions of a series of nucleoside 
analogs. 

Studies of the electron-density distributions of 
smaller organic molecules have been used in com- 
bination with theoretical and computational results 
to investigate the fundamental character of atomic 
interactions within molecules. The present program 
of research is intended to provide similar informa- 
tion, such as the partial charges on the atoms for- 
ming important biological functions including the 
ribose group. The longer term goal of this research 
will be a better understanding of the interactions 
between molecules and the specificity of molecular 
recognition. 

Many nucleoside analogs have been shown to have 
biological activity against viral diseases. They mimic 
cellular nucleosides and they (or their phospho- 
rylated equivalents) may show significantly different 
specificity for virus-induced enzymes relative to cellu- 
lar enzymes. Target enzymes for the use of nucleo- 
side analogs as chemotherapy agents vary from 
reverse transcriptase, in the case of the human 
immunodeficiency virus (HIV), to the kinases and 
DNA polymerase, in the case of the herpes simplex 
viruses (HSV). 

Several nucleoside analogs have been studied by 
Gupta and coworkers as potential chemotherapy 
agents against HSV (Gupta et al., 1987). In particu- 
lar, 2'-deoxy-5-methoxymethyluridine (MMdUrd) is 
a selective agent against the herpes virus (Ayisi, 
Gupta & Babiuk, 1985). The compound 3'-O-acetyl- 
2'-deoxy-5-methoxymethyluridine (MMAcdUrd) was 
synthesized to test the hypothesis that the acetyl 
derivative of MMdUrd might show increased 
efficacy as a consequence of its potentially greater 
lipophilicity (Quail, Tourigny, Delbaere, EI- 
Kabbani, Stuart & Gupta, 1988). 

We have undertaken a systematic study of the 
electron densities and electrostatic potentials of a 
series of analogs of thymidine because of their fun- 
damental biological significance and their potential 
use as chemotherapy agents. Because of their relative 
simplicity, they are also a tractable system for study. 
We report here the experimentally determined 
electron-density distribution and electrostatic 
potential of MMAcdUrd. 

1.2. Nucleoside analogs 

In order to investigate the reliability and value of 
experimental electron-density and electrostatic 
potential results as applied to biologically significant 
organic molecules, it is useful to study a series of 

2. Experimental  

2.1. Data 

The synthesis and the conventionally determined 
structure of MMAcdUrd have been reported pre- 
viously (Stuart, Ayisi, Tourigny & Gupta, 1985; 
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Quail et al., 1988). The atom-numbering scheme used 
here is that which is conventionally used for nucleo- 
side analogs and is as shown in Fig. 1. A sample of 
the compound was provided by G. Tourigny, 
University of Saskatchewan. It was recrystallized by 
slow evaporation over a period of 2 weeks from a 
mixed solvent of acetone and ethyl acetate. A crystal 
with the dimensions 0.52 × 0.25 x 0.36mm was 
chosen for X-ray data collection. The sample crystal 
was mounted on a modified Picker four-circle dif- 
fractometer controlled by the NRCC data-collection 
system (Gabe, Larson, Lee & Wang, 1979) with the 
crystallographic a axis offset approximately 3 ° from 
being parallel to the q>axis of the diffractometer. The 
beam spot size was roughly 1.5 mm in diameter. The 
distribution of the intensity of the X-ray beam was 
not measured. 

The crystal was cooled using a modified Enraf- 
Nonius gas-flow system, controlled by a small com- 
puter. The temperature was monitored with a 
copper-constantan thermocouple mounted near the 
front of the gas-delivery nozzle. The difference 
between the temperature of the thermocouple used 
for monitoring the temperature, and the temperature 
of the sample crystal was measured by replacing the 
sample with a second copper--constantan thermo- 
couple constructed from very thin thermocouple 
wire. The temperature diffcrencc was found to be 
20 K. (The separation between the thermocouples 
was roughly 1.5 cm.) Data were collected with a 
sample temperature estimated to be 145(4) K. 

c(s3) 
(s2) 

0(5' 
O( 

cO') 

,NO) 

0(2) 

c ' ) 

°(3'a)C O(a'1 
C (3'2) C(3'3) 

Fig. 1. View of the molecule showing atomic labeling. H atoms 
have been omitted for clarity. 

During data collection the goniostat of the diffrac- 
tometer was surrounded by a closed chamber filled 
with dry nitrogen. 

The lattice constants at 145 K were determined 
from a least-squares fit to the observed setting angles 
of 50 reflections with 42 < 20 < 73 ° using the NRCC 
programs (Gabe et al., 1979). The diffraction peaks 
corresponding to Mo Kce~ radiation (,~ = 0.70926/~) 
were used for the determination of the setting angles. 
Intensity measurements were collected using a 0-20 
scan mode, a highly oriented graphite mono- 
chromator and the peak profile method as contained 
in the NRCC diffractometer control system (Gabe et 
al., 1979). The scan width for each reflection was set 
at (0.8 + 0.692tan0 + 0.8"). This expression reflects 
only the dispersion in the diffraction from the 
sample. Dispersion from diffraction by the mono- 
chromator is in a plane orthogonal to the plane of 
the sample dispersion. 

The intensities of three standard reflections were 
measured after each 47 reflections. The peak profile 
of each reflection was analyzed to give its integrated 
intensity and the estimated standard deviation 
(e.s.d.) of the integrated intensity based on counting 
statistics. The data were rescaled to account for the 
decrease in the scattering power of the crystal as 
manifested in the 2% decrease in the intensities of 
the standard reflections over the period of the data 
collection. The scatter in the total counts used to 
measure the intensities of the standard reflections 
was analyzed to determine the extent to which it 
exceeded that predicted from counting statistics. It 
was assumed that the excess scatter was proportional 
to 12 and that the intensities of the individual reflec- 
tions contained a similar excess scatter, and their 
e.s.d.'s were modified accordingly. 

The intensities of all reflections with sin0/h _< 
1.08 A - I  were collected, giving a total of 15087 
integrated intensities. The data were corrected for 
Lorentz and polarization effects using the X T A L 2 . 4  
system of crystallographic software (Stewart, Hall, 
Alden, Olthof-Hazekamp & Doherty, 1983). The 
data were also corrected for absorption using the 
Gaussian numerical integration method. The mini- 
mum and maximum corrections were 1.029 and 
1.050, respectively. 

The internal agreement index, Z [ I -  ( I ) I /ZI ,  where 
(I) is averaged over Freidel equivalent reflections, 
was 0.014. The variance of the averaged intensity 
was set as Z~r2(I) /N,  where N is the number of times 
a reflection was measured (normally twice), unless 
the quantity 5".(12 - ( I2) )2 /N(N - 1) indicated a larger 
value. Using variances estimated in this way, Z~r ( I ) / l  
was calculated to be 0.021. This is larger than the 
internal agreement index. The available computing 
capacity was limited. Therefore, it was assumed that 
the differences between the intensities of Freidel 
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equivalent reflections were sufficiently small that 
their intensities could be averaged. The data were 
merged to give 7586 independent reflections. The 
scattering amplitudes and their e.s.d.'s were calcu- 
lated from the intensities and their e.s.d.'s. Only 
those reflections for which I > 3tr(l), of which there 
were 7067, were used for refinement. 

2.2. Refinement 

The starting coordinates for least-squares 
refinement were taken from Quail et al. (1988). A 
conventional refinement was first carried out with the 
C R Y S L Q  routine in the X T A L  system (Stewart et 
al., 1983), using the data with sin0/A _< 0.60 A - '  and 
scattering factors from Cromer & Mann (1968). The 
scattering factors included corrections for the real 
part of the anomalous dispersion for the non-H 
atoms. The refinement was based on IFI, with 
weights calculated as w = o--2(F). The coordinates 
and anisotropic displacement parameters, U 0, for the 
non-H atoms were refined next using only those 
reflections for which sin0/A _> 0.80 A - ' ,  for which 
the X-ray scattering is mainly from the core elec- 
trons. The details of this refinement are given as Ref. 
1 in Table 1. The coordinates and isotropic dis- 
placement parameters of the H atoms were next 
refined using all the data. The H atoms were then 
moved along their bond vectors to a point which 
gave C- -H ,  N - - H  and O - - H  distances equal to 
those for similar bonds in other compounds, as 
determined by neutron diffraction (Allen et al., 
1987). 

The structure was then refined using data with 
sin0/A _> 0.80 A - '  and the program POP, written by 
Craven, Weber & He (1987). The positions and 
thermal parameters of the H atoms were constrained, 
but the refinement allowed variation of third- and 
fourth-order displacement parameters, C~jk and D,-jk~. 
None of the C~j~, or D~jkl refined to values different 
from zero by more than three standard deviations 
and it was assumed that all such terms could be set 
to zero. They were not varied in subsequent 
refinements. 

2.3. Partial charges 

The least-squares program A M A N D A  (Stevens, 
1990) was used to determine the partial charges on 
the atoms of the molecule. The model used in the 
refinement was based on Stewart's (1976) rigid 
pseudo-atom model, with the addition of expansion/ 
contraction parameters K and K', as defined in (l). 
The functions describing the radial dependence of 
the non-spherical multipole terms are significantly 
different from zero at the nuclei of the atoms bonded 
to the atom which serves as the origin of the radial 
function. Electron density and its charge may then be 

incorrectly assigned to a neighboring atom. There- 
fore, in the refinements used to determine the partial 
charges, only P,. and K were varied. All P~,, values 
were set at zero. The K values of similar atoms were 
constrained to be equal. The scattering of the core 
and valence electron density was calculated from the 
orbital scattering factors given by Cromer & Waber 
(1974), with the valence scattering power normalized 
to one electron. The full data set was used with 
weights calculated as w =  o-  2. The adjustment of the 
scale factor was based on constraint of the total 
charge on the molecule to neutrality, rather than a fit 
of IF,.I to iF,,I, as in a conventional least-squares 
refinement of a crystal structure. The partial charges 
were then calculated as q~ = - ( P , . i -  N,.J, where N,.~ 
is the number of valence electrons in a neutral atom. 
The details of the refinement are given in Table 1 as 
Ref. 2. The values of P,.,, q~ and values from ab initio 
calculations of Singh & Kollman (1984) are listed in 
Table 2. 

2.4. Electron-density distributions 

A number of choices are available for the 
implementation of the multipole model proposed by 
Stewart (1976). These have been reviewed by 
Lecomte (1991). In particular, the program POP 
(Craven et al., 1987) assumes that ~: = K'= 1. The 
multipole model is rotationally invariant if no con- 
straints are placed on P~,,,, which permits a common 
local coordinate system to be used for all atoms in 
the program POP. This facilitates the calculation of 
the distribution of electrostatic potential directly 
from PI,,, but the absence of constraints based on 
assumed local molecular symmetry leads to a prolife- 
ration of least-squares variables as l increases and a 
consequent decrease in the ratio of the number of 
observations to the number of variables. The pro- 
cedure has the obvious advantage that the absence of 
assumed constraints means an absence of possible 
bias associated with those constraints. 

The radial functions R~(r) are chosen as 
N/rr'7'exp(- (r), where ~Tt and ~ may be set at values 
such as those given by Hehre, Stewart & Pople 
(1969) and N~ is a normalizing factor. The exponent 

may also be refined. The quantity p,.(r) may be 
used to represent only the core electrons, as dis- 
cussed earlier, or it may represent the free-atom 
density, in which case P,. is the number of excess 
electrons on the atom. 

In the version of the P O P  program used in these 
refinements, the condition of charge neutrality for 
the molecule as a whole is achieved by adjustment by 
the user of the scale factor multiplying the observed 
structure amplitude, using a trial and error 
procedure. The program A M A N D A  (Stevens, 1990) 
is a variation of the program M O L L Y ,  written by 
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Hansen & Coppens (1978). It permits the use of 
constraints based on assumed local symmetry to 
limit the number of least-squares variables, in which 
case care must be exercised to avoid imposing false 
local symmetry on individual atoms. A normal 
difference map, based on the multipole model, may 
be used to reveal any errors in the structural model, 

Table I. Least-squares refinements 

See text for an explana t ion  of  each refinement.  

Variables, 
non-H atoms 

Variables, 
H-atoms 

No. of 
variables 

No. of 
observations 

R 
wR 
S 
sin0/,t (A ') 

Ref. 1 
X T A L 2 . 4  

( C R  Y L S Q )  
r,, u,, 

172 

Ref. 2 Ref. 3 Ref. 4 
A M A N D A  A M A N D A  P O P  

(K ref.) (multipole) (multipole) 
Kj, Pv Kj, P,j, K'j, rj, U,,, Ap,j, r,, U u, 

to hexadecapole to octapole 
K~, P,j Kj, P,~, K'j, U .... Ap,.,, U ..... 

to dipole to dipole 
51 488 638 

3994 7067 7067 7067 

0.024 0.028 0.017 0.018 
0.022 0.039 0.019 0.016 
0.96 2.61 1.32 1.08 

0.80- 1 . 0 8  0.0-1.08 0.0-1.08 0.0 1.08 

(a) 

(b) 

Fig. 2. A compar i son  o f  the residual maps  in the plane o f  the base 
ring as obta ined  f rom the refinements using (a) A M A N D A  and 
(b) P O P .  C o n t o u r  intervals are at 0.05 e A 3. Positive con tours  
are solid and negative con tours  are dashed.  The  zero con tou r  is 
omit ted.  

including those from incorrect constraints. 
A M A N D A  also differs from POP in that the param- 
eters K and K' may be refined, and the function p,,(r) 
describing the dependence of the valence electron 
density on distance from the atom center for the 
multipole terms may be derived from Hartree-Fock 
atomic orbitals (International Tables for X-ray 
Crystallography, 1974, Vol. IV) or from Slater func- 
tions. A M A N D A  uses electrical neutrality as a con- 
straint condition, although small molecular charges 
may be generated by the accumulation of round-off 
error in successive cycles of least squares. The elec- 
trical neutrality condition may be relaxed. 

In order to determine the distribution of electron 
density, the structure was refined using the program 
A M A N D A  (Ref. 3, Table 1). The multipole occupan- 
cies up to and including the hexadecapole terms were 
allowed to vary in the refinement and all orders of 
the multipoles showed significant occupancies. The 
function chosen for p,.(r) was of the Hartree-Fock 
type. The exponential coefficients in the radial func- 
tion for the higher order multipoles were taken from 
Hehre et al. (1969), i.e. 3.44, 3.90, 4.50 and 2.48 
Bohr-~ for C, N, O and H atoms, respectively. The 
quantities rh were taken from Stevens (1981). The 
number of least-squares variables was restricted by 
applying constraints to the multipole occupancy 
parameters P/m, consistent with local symmetry. 

The electron density was also determined using the 
program POP (Ref. 4, Table 1). A common coordi- 
nate systems was used and the multipolar expansion 
was limited to octapoles for the non-H atoms. The 
monopole term Pv for an atom represented only the 
deviation of the atom from neutrality, i.e. p,(r) rep- 
resented the neutral atom, not the core electrons as 
i,n the A M A N D A  refinement. Further, the radial 
function pv(r) was the same Slater function as used 
for the higher order multipoles for the same atom. In 
both the POP and AMANDA refinements, all 
parameters except the coordinates of the H atoms 
were varied in the final cycles of least squares. 
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Table 2. Refinement of partial charges 
Exper imen ta l  charges  are f r o m  Ref. 1. The  ab initio charges  are  

f r o m  Singh & K o l l m a n  (1984). 

K* 
N(I) 0.964 
C(2) 1.030 
0(2) 0.959 
N(3) 0.981 
C(4) 1.030 
0(4) 0.959 
C(5) 0.975 
C(6) 1.030 
C(51) 1.010 
0(52) 0.987 
C(53) 1.002 
C(I ' )  1.010 
C(2') 1.010 
C(Y) 1.010 
C(4') 1.010 
0(4')  0.987 
C(5") 1.010 
0(5')  0.987 
O(3'1) 0.987 
C(3'2) 1.030 
0(3'3) 0.959 
C(Y4) 1.002 
H(3) 1.028 
H(6) 1.028 
H(Sl 1) 1.028 
H(512) 1.028 
H(531) 1.028 
H(532) 1.028 
H(533) 1.028 
H(5') 1.028 
H(2' 1) 1.028 
H(2'2) 1.028 
H(3') 1.028 
I-I(3"31 ) 1.028 
H(3'32) 1.028 
H(3'33) 1.028 
H(4') 1.028 
H(5"I) 1.028 
H(5"2) 1.028 
H(5'0) 1.028 

Pv q(exp) (e) q(ab initio) (e) 
(4) 5.66 (7) - 0.66 - 0.23 
(3) 3.18 (7) 0.82 0.85 
(4) 6.53 (4) - 0.53 - 0.49 
(4) 5.58 (8) - 0.58 - 0.85 
(3) 3.48 (7) 0.52 0.81 
(4) 6.59 (4) - 0.59 - 0.46 
(5) 4.50(7) -0 .50 -0.18 
(3) 3.83 (7) 0.17 0.03 
(4) 3.68 (7) 0.32 ..... 
(3) 6.22 (4) - 0.22 - -  
(4) 4.44 (8) - 0.44 - -  
(4) 3.80 (7) 0.20 0.56 
(4) 4.16 (8) - 0 . 1 6  - 0.31 
(4) 4.12 (7) - 0 . 12  0.23 
(4) 4.09 (7) - 0.09 0.04 
(3) 6.46 (4) - 0.46 - 0.37 
(4) 3.98 (7) 0.02 0.12 
(3) 6.33 (4) - 0.33 - 0.40 
(3) 6.24 (4) - 0.24 
(3) 3.15 (7) 0.85 -- 
(4) 6.77 (4) - 0.77 
(4) 4.42 (8) - 0.42 - -  
(12) 0.9] (4) 0.09 0.36 
(12) 0.89 (3) 0 . I I  0.13 
(12) 0.92 (3) 0.08 - 
(12) 0.92 (3) 0.08 - -  
(12) 0.70 (3) 0.30 -- 
(12) 0.70 (3) 0.30 - -  
(12) 0.70 (3) 0.30 --  
(12) 0.89 (4) O. l l  O.Ol 
(12) 0.79 (4) 0.21 0.08 
(12) 0.79 (3) 0.21 0.08 
(12) 0.85 (4) 0.15 0.03 
(12) 0.79 (3) 0.21 .- 
(12) 0.79 (3) 0.21 .- 
(12) 0.79 (3) 0.21 - -  
(12) 0.88 (3) 0.12 0.06 
(12) 1.00 (3) 0.00 0.00 
(12) 1.00 (3) 0.00 0.04 
(12) 0.49 (4) 0.51 0.28 

* K for  s imilar  a t o m s  were cons t r a ined  to c o m m o n  values and  
P,. for  s imilar  H a t o m s  were cons t r a ined  to c o m m o n  values. 

The final difference maps in the plane of the base 
ring are given in Fig. 2 for refinements 3 and 4. 
Although the results are similar the POP refinement 
shows slightly less residual electron density. This is 
confirmed by the significantly lower value of the 
goodness-of fit parameter S for the POP refinement, 
as given in Table 1. The full results from Ref. 4 are 
given in Tables 3 and 4. Important bond lengths, 
bond angles and torsional angles from Ref. 4 are 
given in Tables 5, 6 and 7, respectively.* The bond 
lengths in Table 5 are not corrected for the effects of 
thermal motion. Given the level of accuracy quoted, 
corrections for thermal motion may lead to signifi- 
cant changes in the bond lengths. 

* A list o f  s t ruc ture  ampl i tudes  with the ca lcula ted  values 
c o r r e s p o n d i n g  to Ref. 4 has  been depos i ted  with the British 
L ib ra ry  D o c u m e n t  Supp ly  Cen t re  as S u p p l e m e n t a r y  Pub l i ca t ion  
No .  S U P  71591 (66 pp.). Copies  m a y  be ob t a ined  t h r o u g h  The  
Technica l  Edi tor ,  In t e rna t iona l  U n i o n  o f  C r y s t a l l o g r a p h y ,  5 
A b b e y  Square ,  Ches te r  C H I  2 H U ,  England .  [ C I F  reference:  
CR0428]  

Table 3. Final least-squares parameters fo," multipole 
refinement using POP 

(a) A t o m i c  c o o r d i n a t e s  and  U~q ( × 104) 

U c =  / " c v  * *  (I 3) . . . .  U,,a, a, a, .a, .  

.v y 2 Ueq 
N(I)? 0.43462 0.67838 0.32312 131 (1) 
C(2) 0.32128 (9) 0.86771 (6) 0.36109 (5) 130 (1) 
0(2) 0.37378 (10) 1.03386 (6) 0.30032 (6) 186 (2) 
N(3) 0.14636 (9) 0.85902 (5) 0.47397 (4) 140 (I) 
C(4) 0.08249 (8) 0.68093 (6) 0.55869 (5) 137 (1) 
0(4) - 0.07606 ( I I )  0.69601 (7) 0.65889 (6) 215 (2) 
C(5) 0.22067 (8) 0.48572 (5) 0.51939 (6) 127 (1) 
C(6) 0.38720 (9) 0.49401 (6) 0.40423 (5) 132 (I) 
C(51) 0.17782 (20) 0.28265 (7) 0.60718 (5) 145 (1) 
0(52) - 0.02924 (9) 0.23676 (5) 0.57760 (5) 155 (1) 
C(53) - 0.20898 (12) 0.23075 (9) 0.69621 (8) 260 (2) 
C(I ')  0.62589 (8) 0.67091 (6) 0.20360 (5) 126 (I) 
C(2') 0.86653 (9) 0.58457 (5) 0.25328 (5) 141 (I) 
C(3') 1.00799 (9) 0.49001 (7) 0.12670 (5) 131 (I) 
O(3'1) 1.10101 (8) 0.65519 (6) 0.02823 (4) 150 (1) 
C(3'2) 1.26601 (9) 0.59406 (6) - 0.07817 (5) 158 (1) 
0(3"3) 1.32439 (12) 0.41601 (9) - 0.09820 (8) 205 (2) 
C(3"3) 1.36050 (14) 0.77430 (11) - 0.16790 (9) 235 (2) 
C(4") 0.82608 (9) 0.42698 (6) 0.05923 (5) 133 (I) 
0(4')  0.59957 (9) 0.53185 (7) 0.11966 (5) 150 (1) 
C(5') 0.83767 (11) 0.19417 (7) 0.08973 (6) 191 (2) 
0(5')  0.81924 (12) 0.11189 (9) 0.24044 (7) 228 (2) 
H(3) 0.0666~ 1.0011 0.4968 225 (29) 
H(6) 0.4972 0.3588 0.3658 62 (22) 
H(511) 0.3269 0.1591 0.5802 219 (28) 
H(512) 0.1771 0.2834 0.7212 208 (28) 
H(531) - 0.3359 0.1743 0.6613 264 (31) 
H(532) - 0.2637 0.3662 0.7429 362 (38) 
H(533) - 0.1373 0.1153 0.7815 416 (57) 
H(I ')  0.5942 0.8311 0.1429 98 (21) 
H(2'I) 0.9366 0.7107 0.2710 241 (31) 
H(2'2) 0.8543 0.4620 0.3484 208 (29) 
H(3'I) 1.1514 0.3553 0.1498 186 (27) 
H(3"31) 1.2334 0.8615 - 0.2357 394 (40) 
H(3"32) 1.3800 0.8705 -" 0.0990 504 (46) 
H(3'33) 1.5174 0.7235 -0.2338 475 (44) 
H(4'l)  0.8422 0.4802 -0.0574 221 (27) 
H(5'I) 1.0018 0.1105 0.0389 278 (31) 
H(5"2) 0.6931 0.1648 0.0469 299 (33) 
H(5'0) 0.6650 0.0845 0.2724 372 (34) 

(b) A n i s o t r o p i c  m e a n - s q u a r e  a tomic  d i sp lacement  pa rame te r s  
( x 104) 

U,z U2_, U~  Uj2 U,~ U2~ 
N(I) 137(2) 102(I) 138(I) - 2 8 ( 1 )  27(1) - 2 4 ( 2 )  
C(2) 129(1) 101 (I) 152(I) -31 (I) 15(1) --26(1) 
0(2) 187(2) 108(1) 238(2) - 5 4 ( 1 )  49 ( I )  -21 (1) 
N(3) 144 (1) 100 (1) 166 (1) - 31 (I) 32 (1) 38 (1) 
C(4) 137(1) 116(1) 151(1) - 3 7 ( I )  29(1) - 3 7 ( 1 )  
0(4) 217(2) 165(1) 231 (2) - 56(1) 110(2) - 5 9 ( 1 )  
C(5) 135(I) 102(I) 138(I) - 3 5 ( I )  14(I)  - 2 5 ( 1 )  
C(6) 141(I) 102(1) 141(I) - -28( I )  21( I )  - 2 7 ( 1 )  
C(51) 154(1) 112(I) 157(2) - 4 1 ( 1 )  1(1) -- 10 (l) 
0(52) 165 (1) 153 (I) 157 (1) - 72 (2) 28 (1) - 4 9  (1) 
C(53) 178 (2) 377 (3) 243 (2) - 107 (2) 74 (1) - 120 (2) 
C(] ')  ]29( / )  121(J)  122(1) -30(1) 9(1) -24(11 
C(2") 135(1) 166(I) 128(I) -51  (I) - 4(1) -31  (1) 
C(3") 113(1) 124(I) 143(1) - 30( I )  7 ( I )  - 1 6 ( I )  
O(3'1) 130 (I) 130 (1) 170 (2) -41  (1) 32 (1) -- 17 (1) 
C(3'2) 132 (1) 175 (2) 151 (1) - 44 (I) 20 (I) - 1 8  (1) 
0(3'3) 196 (2) 204 (2) 207 (2) - 3 3  (I) 36 (I) - 77 (2) 
C(3'3) 218 (2) 251 (2) 202 (2) - 102 (2) 36 (I) 19 (I) 
C(4') 134 (1) 134 (1) 133 (I) - 4 0  (I) 15 (1) - 39 (1) 
O(4') 120(I) 192(2) 155(1) -31  (1) - 3 ( 1 )  - 7 7  (1) 
C(5') 220 (2) 143 (1) 220 (2) - 6 6  (1) 12 (1) - 60 (I) 
0(5')  251 (2) 182 (2) 249 (2) - 102 (2) - 4 8  (I) 26 (1) 

? Origin  defining. 
:[: H - a t o m  pos i t ions  set at C--H, N - - H  and  O- - -H  dis tances  

taken  f r o m  n e u t r o n  d i f f rac t ion  results. 
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Table 4. Multipole occupancy parameters from POP refinement 

The reference coordinate system consists of  the a, b*, axb* axes. (Ap~. is multiplied by 100 and the higher order terms are multiplied 
by 10.) 

Aevt dl d2 d3 ql q2 q3 q4 
N(I) 28 (2) - 2  (2) - 2 ( I )  - I  (1) -2 (1 )  3(1) 6(1) 2(1) 
C(2) -13(3)  8(2) - 1 ( I )  - 2  (2) -16(1)  7(1) - 1 2 ( I )  -2 (1 )  
0(2) 26(2) 5(1) 9(1) - 5 ( I )  -5 (1 )  - I ( 1 )  0(1) 2(1) 
N(3) 27 (3) - 3  (2) -1 (1 )  
C(4) -8 (3 )  -8 (2 )  - I  (1) 
0(4) 27 (2) - 15 (2) 7 (1) 
C(5) 15 (3) 2 (2) - 3 (2) 
C(6) - 9  (3) 2 (2) - 10 (1) 
C(51) - 6  (3) 5 (2) 7 (2) 
0(52) 27 (2) - I  (2) -2 (1 )  
C(53) 22 (4) - 19 (2) 14 (2) 
C(I') -12(3)  8(2) 5(2) -1  (2) -6 (1)  -5 (1 )  
C(2') 8(3) -2(2) -5 (1 )  - 4 ( I )  -7 (1 )  I(1) 

q5 Ol 02 03 04 05 06 07 
3 (1)  7 (1)  1 (1)  - 18 (1) - 1 (1)  7 ( l )  - 1 (1)  - 15 (2) 
0(I) -23(1)  5(1) 21(1) -2 (1 )  - 1 3 ( I )  -9 (1 )  11(1) 
6(1) -2 (1 )  I(1) -7 (1 )  -5 (1 )  0(1) -2 (1 )  -7 (1 )  

2(1) -3 (1 )  3(I) 8(1) 2(1) 2(1) 8(1) -4 (1 )  -17(1)  -5 (1 )  6(1) I(1) -13(1)  
3(2) - 7 ( I )  -3 (1 )  -19(1)  7(1) 4(1) -15(1)  3(1) 18(1) -7 (1 )  -17(1)  I ( I )  7(1) 
0(1) -11(1)  3(1) 0(1) -1 (1 )  - 2 ( I )  2(1) 0(I)  -14(1)  0(1) - 8 (  ) 0(1) -5 (1 )  

- I ( I )  -5 (1 )  1(1) -6 (1 )  1(1) 2(1) 14(1) 3(1) -20(1)  -4 (1 )  3( ) - 3 (1 )  -16(1)  
8(1) - 6 ( i )  -6 (1)  -14(1)  6(1) 2(1) -17(1)  -2 (1 )  16(1) -4 (1 )  - 1 0 (  ) - 4 (1 )  i0( i )  

13(2) - 5 ( I )  0(1) 3(1) 3(1) 8(1) -15(1)  - I 0 ( I )  - I ( I )  -4 (1 )  6( ) 1(1) 18(I) 
-9 (1 )  -10(1)  -3 (1)  6(I) -1 (1 )  1(1) I(1) 1(I) 2(1) -5 (1)  - 1 0 (  ) - 4 (1 )  -10(1)  
- 4 ( I )  - 7 ( I )  5(2) 13(I) -6 (1)  6(1) I1 (2) -11 (1) -6 (1)  - 6 ( I )  19( ) - 6 (1 )  8(I)  

C(3') 4 (3) - 4  (2) - 10 (2) 5 (1) 
O(3'1) 27(2) - 4 ( I )  5(1) 1 (1) -3 (1 )  
C(Y2) - 9  (4) -1 (2 )  -12(2)  - 1 2 ( I )  -22(I) 
0(3'3) 26(2) -6 (2 )  -11 (1) -4 (1 )  -4 (1 )  
C(Y3) -21 (2) -4 (2 )  -5 (2 )  -4 (2 )  -2 (1 )  
C(4') - 6  (3) 6(2) - 6  (2) - 2  (2) -6 (1 )  
0(4') 26 (2) - 8 ( I )  -4 (1 )  0(1) -6 (1 )  
C(5') 14(4) -3 (2 )  3(2) -8 (2 )  -2 (1)  
0(5') 17(2) 3(2) 1 (1) 4(1) - 5 ( I )  
H(3) -18(2)  - 2  (2) -17(2)  -2 (1 )  
H(6) -21(1)  -10(1)  7(1) 11(1) 
H(511) -7 (2 )  -14(2)  11 (2) 7(1) 
H(512) - 12 (2) - 15 (2) I (2) - 16 (2) 
H(531) - 18 (2) 4 (2) 11 (2) 8 (2) 
H(532) - 15 (2) 6 (2) - 14 (2) - 15 (2) 
H(533) -13(2)  -7 (2 )  -3 (2 )  -10(2)  
H(I') - I1 (2) 12 (1) - 15 (I) I (I) 
H(2'I) -9 (2 )  -13(2)  -18(2)  - I  (1) 
H(2"2) - 10 (2) 6 (2) 12 (2) - 7  (1) 
H(Yl) - 9  (2) - 4  (2) 17 (2) 7(1) 
H(Y31) -9 (2 )  12(2) -3 (2 )  12(1) 
H(3'32) -6 (2 )  -3 (2 )  4(2) -10(2)  
H(Y33) - 9  (2) - 15 (2) - 1 (2) 12 (2) 
H(4'I) - 7  (2) 2(2) - 4  (2) 14 (2) 
H(5'l) - 8  (2) -11(2)  14(2) 9(2) 
H(5'2) -11(2)  16 (2) 10(2) -1 (2 )  
H(5'0) - 18 (2) 16 (2) 7 (2) - 11 (2) 

10(1) -3 (1 )  -4 (1 )  4(I)  -12(1)  19(I) -18(1)  - 2 1 (  ) - 6 (1 )  -3 (1 )  
6(1) -2 (1 )  4(1) - 4 ( I )  13(1) - I1  (I) II (I) 7( ) -11 (1) -12(1)  

0(I)  -8 (1 )  9(1) 9(1) 2(1) -17(1)  -5 (1 )  -8 (1 )  -23(1)  - 1 1 (  ) 12(1) 8(1) 
0(I) 5(1) 5(I) 2(1) 2(1) -2 (1 )  -7 (1 )  6(1) 0(1) -5 (1 )  - I 0 ( 1 )  
6(1) -13 ( I )  9(1) -3 (1)  -8 (1 )  16(1) 12(I) -20 ( I )  -13(1)  8(1) 8(1) 
5(1) - 7 ( 1 ) -  0(1) 4(1) 1(I) -1 (1 )  -5 (1 )  1(1) - 3 ( I )  - 1 (  ) - 7 ( I )  
I(1) 3(1) 5(1) 7(1) 12(1) 4(I)  -4 (1 )  5(I) - I ( 1 )  1( ) - 1 4 ( I )  
6(1) I1 (1) 0(I)  5(I) 6(1) 20(1) 6(I) - 8 ( I )  -4 (1 )  12( ) -22(2)  
3(1) 5(1) -8 (1 )  5(1) - 5 ( I )  -3 (1 )  -9 (1 )  4(1) 2(1) 1 ( ) -1 (1) 
3(1) 0(I)  6(1) -3 (1 )  -7 (1 )  -16 ( I )  - 1 5 ( I )  -1 (I) -1 (1) - 2 2 (  ) 13(1) 
3(1) 5(I) 4(I)  - 3 ( I )  - 3 ( I )  -4 (1 )  - 3 ( I )  4(I)  3(1) 2( ) -9 (1 )  

t APv is the monopole  term, dl-d3 are the dipole terms, ql-q5 are the quadrupole  terms and ol-o7 are the octapole terms. 

The results were used to calculate dynamic model 
deformation maps using equation (4), 

8p(r) =l~[iFmull exp (iOmu,) 

- IFsphl exp (iOsph)] exp ( - 27rill.R), (4) 

where 'mul' refers to quantities calculated from the 
full multipole model, accounting for the dis- 
placement parameters, and 'sph' refers to quantities 
calculated from a model with neutral spherical atoms 
placed at the same locations as the atoms in the 
molecule, as determined in Ref. 4. The spherical 
atom model which is subtracted is the independent 
atom model of Stewart (1991) and the promolecule 
of Hirshfeld (1971). 

2.5. Electrostatic potential distributions 

The results from the POP refinement are in a form 
that facilitates the calculation of the electrostatic 

potential, by summing over the contributions from 
all multipoles, the spherical electron-density distribu- 
tion and the nuclear charge of each atom, using a 
method proposed by Stewart (1982). The method 
assumes no thermal motion of the molecule. Distri- 
butions of the electrostatic potential of the isolated 
molecule of MMAcdUrd were calculated using (3) 
with Stewart's method and the program 
MOLPOT89 (He, 1984). For the study of the 
electrostatic potentials of hydrogen bonds, the con- 
tribution of both molecules involved in the hydrogen 
bonds were included. 

3. Discussion 

3.1. Partial charges 

The experimentally determined partial charges are 
compared in Table 4 with values determined by ab 
initio quantum mechanics computations by Singh & 
Kollman (1984). The computed values are obtained 
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Table 5. Bond 

N(1)--C(2) 1.3792 
N( I )---C( I ') 1.4687 
N(3)--C(2) 1.3680 
C(4)---O(4) 1.2268 
C(5)--C(6) 1.3512 
C(51 )--0(52) 1.4342 
C(1")---C(2') 1.5247 
C(2')--C(3') 1.5175 
C(3')--C(4') 1.5412 
C(3'2)---O(3'3) 1.2104 
C(4')--C(Y) 1.5412 
C(4')--C(5') 1.5162 
H(6)--C(6) 1.077 
H(512)---C(51) 1.092 
H(532)--C(53) 1.058 
H( I ' )~C( I ' )  1.094 
H(2"2)---C(2') 1.091 
H(Y31)--C(3'3) 1.059 
H(3"33)---C(Y3) 1.059 
H(5'I)--C(5')  1.092 
H(5"0)---O(5') 0.968 

distances for MMAcdUrd (A) 

(4) 
(4) 
(6) 
(7) 
(7) 
(10) 
(7) 
(7) 
(8) 
(8) 
(8) 
(6) 

N(I)---C(6) 
C(2}----O(2) 
N(3)--C(4) 
C(4)---C(5) 
C(5)--C(51) 
O(52)--C(53) 
C(I')--0(4') 
C(3")--O(Y I) 
0(3' I)--C(3'2) 
C(3'2)---C(Y3) 
C(4')--0(4') 
C(5")---O(5') 
H(511)--C(51) 
H(531 )---C(53) 
H(533)---C(53) 
H(2'I )---C(2") 
H(3'1)--C(3") 
H(3'32)--C(Y3) 
H(4'1)--C(4') 
H(5'2)--C(5') 
H(3)--N(3) 

1.3779 (4) 
1.2303 (6) 
1.3905 (6) 
1.4549 (6) 
1.4949 (6) 
.4211 (10) 
.4141 (8) 
.4487 (6) 
.3453 (6) 
.4979 (9) 
.4459 (7) 
.4225 (8) 
.093 
.058 
.062 
.092 
.092 
.060 
.090 
.094 
.009 

Table 6. Bond angles 

C(2)---N(1)---C(6) 121.03 (3) 
C(6)---N(1)---C(I') 119.13 (2) 
N(I)---C(2)---N(3) 115.32 (3) 
C(2)---N(3)--C(4) 127.14 (3) 
N(3)---C(4)--C(5) 114.54 (4) 
C(4)--C(5)--C(6) 118.47 (4) 
C(6)---C(5)--C(51) 121.78 (4) 
C(5)--C(5 I)---O(52) 112.05 (4) 
N(I)--C(I ' )--C(2") 113.42 (4) 
C(2')---C( I ")--O(4') 105.84 (3) 
C(2 ')--C(Y)--O(Y 1) 106.62 (4) 
O(3' I )--C(3')---C(4') 110.54 (4) 
O(Yl)--C(Y2)--O(3'3)  123.25 (5) 
O(Y3)--C(Y2)--C(3'3) 125.50 (6) 
C(3')---C(4')--C(5") 114.15 (4) 
C(1')--O(4')--C(4') 109.90 (5) 

for MMAcdUrd (o) 

C(2)--N(1)--C(I') 
N(I )--C(2)--O(2) 
O(2)--C(2)--N(3) 
N(3)--C(4)--O(4) 
O(4)--C(4)---C(5) 
C(4)--C(5)--C(51 ) 
N(I)--C(6)---C(5) 
C(5 I)--O(52)--C(53) 
N( l )--C(I')--O(4') 
C(I')--C(2')--C(Y) 
C(2")--C(3")--C(4") 
C(3")--O(3' 1 )--C(3"2) 
O(3' I )--C(3'2)--C(3'3) 
C(Y)--C(4')--O(4')  
O(4')--C(4")--C(5') 
C(4')--C(5')--O(5") 

119.52 (3) 
23.16 (4) 
21.51 (4) 
20.23 (4) 
25.22 (4) 
19.75 (4) 
23.20 (3) 
14.52 (7) 

107.91 (4) 
102.70 (4) 
103.85 (4) 
115.59 (4) 
I 11.24 (4) 
106.52 (4) 
108.74 (4) 
111.53 (5) 

Table 7. Selected torsion angles for MMAcdUrd (~) 

C(2)---N( I )---C( 1 ")--C(2') 105.45 (4) 
C(6)---N( 1 )--C(1")--C(2') - 68.21 (5) 
C(2)---N(1)---C(I')--O(4") - 137.65 (4) 
C(6)--N(I )--C(1')--O(4')  48.70 (5) 
O(2)--C(2)--N(1)--C(1") - 0.77 (7) 
N( I)--C( 1 ")--C(2")--C(3") 151.93 (3) 
N(1)--C(1")--O(4')--C(4') - 147.37 (3) 
C(I')---C(2')--C(Y)--C(4") - 28.68 (4) 
C( I ' ) --C(2 ')--C(3 ')--O(3'  1 ) 88. I I (5) 
C(2')--C(3")--C(4')--C(5') - 105.42 (4) 
C(2')---C(Y)--C(4")--O(4') 14.60 (4) 
C(3')--C(4")--C(5')--O(5') 55.21 (6) 
C(3')--C(4')--O(4')--C( 1 ") 6.85 (5) 
O(4')--C(4')--C(5')--O(5')  - 63.55 (6) 
C(2')--C(1')--O(4")--C(4") - 25.65 (5) 
O(3'1)---C(Y)--C(4')--C(5') 140.57 (4) 
O(3'1)--C(3')--C(4")--O(4') - 99.41 (4) 
C(6)--C(5)--C(5 I)--O(52) - 104.58 (6) 
C(4)--C(5)---C(51 )--0(52) 76.13 (7) 

by first calculating the electrostatic potential for 
points within a shell surrounding the molecule 
directly, using an STO-3G basis set. Point charges 
are then placed on the atom centers and are varied 
by least squares. The least-squares calculation fits the 
electrostatic potential at the points in the shell 
arising from those point charges to the electrostatic 

potential determined from the computational 
method. This was performed for two fragments com- 
prising major portions of MMAcdUrd. Those frag- 
ments are 1-CH3 thymine and 1-NH3 deoxyribose. 
Therefore, the atoms N(1), C(5), C(I') and C(3') are 
substituted differently in the experimental and com- 
putational models. The role of substitution is demon- 
strated by the fact that in unsubstituted thymine the 
partial charge on N(1) is calculated by Singh & 
Kollman (1984) to be -0 .62  e, and in uracil the 
partial charge on C(5) is calculated to be -0 .52  e. 
Both values are in agreement with the experimentally 
determined values for MMAcdUrd but differ sig- 
nificantly from the computational values for 1-CH3 
thymine, which are -0 .23  and -0 .18  e, respectively. 

Given the wide range of published values of com- 
putationally determined partial charges for related 
compounds, the quality of agreement between the 
computed results of Singh & Kollman (1984) and the 
experimentally determined values is interesting. 

3.2. Electron-density distribution 

The dynamic model deformation-density map in 
the plane of the base ring as determined from the 
POP refinement is shown in Fig. 3. Several features 
are of interest. The lone pairs on 0(2) are not 
resolved in this plane or in any other plane. The lone 
pairs on 0(4) are clearly resolved in the plane of the 
ring. The molecule packing of MMAcdUrd is rela- 
tively simple, with Z = 1. Adjacent and identically 
oriented molecules are hydrogen bonded to form 
columns along the b axis. The 0(2) atom is the 
acceptor of a hydrogen bond from 0(5') on an 
adjacent molecule, and N(3) is the donor of a hydro- 
gen bond to 0(5,2) on the same adjacent molecule. 
The 0(4) atom is not involved in any hydrogen 
bonds and shows higher anisotropic thermal motion. 
Therefore, the difference between the electron- 
density distribution of 0(2) and 0(4) is not caused 
by thermal smearing. 

The single peak in the electron density in the 
region of the lone pair of 0(2) is on the same side of 
the C(2)--O(2) axis as is the donor atom 0(5').* The 
lone pair on 0(4) which is closer to H(3) shows 
greater electron density than the lone pair closer to 
C(51). The two peaks subtend an angle of 130 c at the 
0(4) position. The plane of the two peaks and the 
0(4) position make an angle of 12 ~ with the plane of 
the base ring, with the weaker peak below the plane 
by a distance of 0.09 A and the stronger peak 0.06 A 
above the plane. The 0(4) atom itself is 0.038 (1).~ 
below the plane and the C(4)--O(4) bond is bent 2.5: 

* This is on the same side of  the base plane as the atom C(2')  
(see Fig. 1). This side will be designated as the "above" side of  the 
base plane and the other side will be designated the "below' side o f  
the base plane. 
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away from C(51), suggesting a significant effect of 
the C(5) substituent on the position and electron 
density of 0(4). 

The electron densities in the bonds forming the 
base ring have peaks with similar maximum defor- 
mation densities, but not necessarily similar volumes. 
As shown in Fig. 3, within the plane of the ring the 
formal C(5)--C(6) double bond is intermediate in 
peak height between that of N(1)--C(2) and that 
with the minimum density, C(2)--N(3). This is only 
a section through the electron density of the base 
ring and does not necessarily reflect the total electron 
density of the bonds. 

Fig. 4. shows the dynamic model deformation 
density in the ribose ring calculated from the P O P  
refinement. It is constructed by first calculating the 
map of the dynamic density in the plane formed by 
each atom with its neighboring ring atoms. These 
maps were joined at the midpoints of the ring bonds. 
Thus, the contours in Fig. 4 are from planes through 
each atom and the angles between adjacent planes 
are the bond torsional angles associated with the 
bond between the same atoms. Both C(4') and 0(4') 
show lobes of electron density external to the ring. 

Fig. 5 shows a section through 0(4') and perpen- 
dicular to the C(2')--C(3') bond as calculated from 
the P O P  refinement. Two lobes of electron density 
are clearly visible. This, together with the value of 
109.90 (5) ° for the C(1')--O(4')--C(4')  angle, 
indicate nearly ideal sp 3 hybridization of 0(4'). The 
central electron density of the C(2')--C(3') bond is 

Fig. 3. Dynamic model deformation density in the plane of the 
base ring using the results from the POP refinement. Contours 
as in Fig. 2. 

nearly circular in cross section and its bond length, 
1.5175 (7)A, is consistent with the bond not being 
affected by delocalization. 

It should be noted that the appearance of lone 
pairs in the deformation model dynamic-density map 
is highly model dependent. The A M A N D A  
refinement gives one broad continuous lobe of elec- 
tron density for the 0(4')  lone pairs. The A M A N D A  
refinement uses a different radial distribution func- 
tion than P O P  for the deformation electron-density 
hexadecapole population parameters, while P O P  
does not, and uses constraints imposing mirror sym- 
metry on 0(4') while P O P  does not. It would appear 
that the hexadecapole population parameters do not 
contribute significanlty to the resolution of the elec- 
tron density and that constraints must be used with 
great caution. 

The reason for the low density in the O(4')--C(1') 
and O(4')--C(4') bonds has been discussed by 
Coppens (1989) and Souhassou et al. (1991). It 
reflects the fact that for atoms on the right side of the 
periodic table, the spherical atom which has been 
subtracted from the experimentally determined 
bonding electron density formally contains more 

i / "  : '~ '. , : / -  " "" 
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Fig. 4. Composite dynamic model deformation density of the 
deoxyribose ring using the results from the POP refinement. 
Contours as in Fig. 2. 

3,,/ 

Fig. 5. Dynamic model deformation density in a plane through 
0(4') and the C(2')--C(3') bond, normal to the latter, using the 
results from the POP refinement. The cross section of the 
C(2')--C(3') bond is the lobe of electron density on the left. 
Contours as in Fig. 2. 
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electron density than would be placed there by the 
hybridized orbitals. For nitrogen, 5/4 electrons are 
subtracted per L-shell orbital and for oxygen, 6/4. 
For both oxygen and nitrogen, we find positive 
deformation density at their atom-origin site and a 
tendency for the deformation bonding density to be 
polarized toward their atom site. The deformation 
bond density of N- -C  ring bonds appears similar to 
that for C- -C bonds and O--C bonds show signifi- 
cantly less deformation bond density than do C--C 
bonds. 

The O(4')--C(1') bond is an acetal bond produced 
by the condensation of an aldehyde and an alcohol, 
while the O(4')--C(4') bond is an ether bond. The 
latter is 0.032 (1)./k longer and has less electron 
density than the former, as shown in Fig. 4. The 
difference is demonstrated more clearly in Fig. 6, 
which gives the O(4')--C(1") and O(4')--C(4') bonds 
in cross section. The O(4')--C(4') bond also appears 
elongated, perpendicular to the plane of the ribose 
ring. This is characteristic of a partial double bond, 
as observed with the resolution used in this 
refinement (Pearlman & Kim, 1985). 

Fig. 5 shows that the electron densities of the lone 
pairs on 0(4') are not equal. That which is cis to the 
C(I ')--N(1) bond has approximately 0.15e/~ -3 
greater electron density. Although one might expect 
electron--electron repulsion between the lone-pair 
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Fig. 6. Dynamic model deformation density of (a) the 0(4 ' ) - -  
C(I') bond and (b) the O(4')--C(4') bond using results from the 
P O P  refinement. In each case the plane is defined by the normal 
to the bond and the atom of the deoxyribose ring opposite the 
bond. The cross section of the bond is the lobe of electron 
density on the left of the figure. Contours as in Fig. 2. 

electron density and electron density in the C(I ' ) - -  
N(1) bond to promote electrons to the trans lone pair 
from the cis lone pair, Wolfe (1972) has shown that 
electron-nucleus interactions involving lone-pair 
electrons and polar bonds are also important and 
consideration of the total conformational energy 
usually shows the gauche conformation to have the 
minimum energy. The C(2')--C(1')--O(4')--C(4')  
torsional angle is -25.65 (4) ":, as dictated by the 
overall conformation of the deoxyribose ring. This 
implies that the lone pairs and the N(1) and H(I ')  
atoms are close to an eclipsed conformation. Never- 
theless, the greater electron density of the cis lone 
pair is consistent with the aforementioned gauche 
effect. 

Taylor & Kennard (1984) have studied the role of 
lone pairs in determining the direction of hydrogen 
bonds and concluded that although spectroscopic 
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Fig.7. Static multipole density in the planes of the hydrogen bonds 
using the results from the P O P  refinement: (a) 0(5 ' ) - -  
H(5'0)...O(2) and (b) N(3)--H(3)...O(52). Contours as in Fig. 2. 
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results show a preference for hydrogen bonds in the 
direction of lone pairs, the energies involved are 
small in comparison with crystal-packing effects and 
no correlations of hydrogen-bond directions with 
lone-pair directions are found in crystals. 

The electron-density distributions, which are con- 
toured in Fig. 7, are calculated directly by summing 
the contribution of each multipole, as determined 
from the POP refinement, at points in the plane. The 
method does not account for the effects of thermal 
motion or for random errors in the observed struc- 
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? !  ..... .... 

ture amplitudes. This leads to the highest possible 
resolution, but the effects of any systematic errors 
will be obscured. In the case of the 0 ( 5 ' ) - -  
H(5'O)...O(2) bond, the lone pairs on 0(2)  are 
clearly not pointing in the direction of the donor H 
atom. However, 0(2) is removed 0.085 (1),~ from 
the plane of the phenyl ring toward the donor atom 
O(5'), and the single peak in the lone-pair electron 
density on 0(2) points in the general direction of 
0(5').  The 0 ( 5 ' ) - - 0 ( 2 )  distance is 2.7775 (10) A and 
the angle subtended at H(5'0) is 170.Y ". 

The plane of Fig. 7(b) forms angles of 77.0 (2) and 
76.3 (2y ~ with the plane of C(51), 0(52) and C(53) 
atoms and the plane fitted to the base ring, respec- 
tively. This tilts the plane into the bonds from 0(52) 
and N(3) to neighboring atoms in the methoxy sub- 
stituent and in the ring. The electron densities of 
these bonds appear as pairs of lobes pointing away 
from the hydrogen bond. Fig. 7(b) shows that the 
region of depleted electron density on H(3) of the 
N(3)--H(3).-.O(52) hydrogen bond is directly adja- 
cent to a lobe of electron density on 0(52). The 
N(3)--O(52) distance is 2.8235 (8) A and the N(3)- -  
H(3)...O(52) angle is 164.6 °. 

The deformation densities, as illustrated in Fig. 7, 
show polarization of the electron density of the 
hydrogen-bonded H atom toward the acceptor. Fig. 
3 indicates that this polarization is not significantly 
greater than for the non-hydrogen-bonded H(6) 
atom. 

J? 
S 
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Fig. 8. Electrostatic potential distribution of the base ring using the results from the POP refinement: (a) 1.75 A above the plane of the 
ring [toward the donor 0(5') of the hydrogen bond to O(2)], (b) in the plane of the ring and (c) 1.75 A below the plane of the ring. The 
contour interval is 0.05 e ~,- t with positive contours solid and negative contours dotted. The zero counter is omitted. The orientation 
of the plane is as in Fig. 3. 
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3.3. Electrostatic potential distributions 

Fig. 8 shows the electrostatic potential distribu- 
tion (a) in a plane 1.75 A above the plane of the base 
ring, (b) in the plane of the ring and (c) 1.75 A 
below the plane of the ring as determined from the 
POP refinement. The large extension of the positive 
electrostatic potential around H(3) and regions of 
negative electrostatic potential around 0(2) and 0(4) 
are apparent in Fig. 8(b). The latter is highly asym- 
metric, reflecting the asymmetry in the electron den- 
sities of the lone pairs on 0(4) and the strong 
influence of the positive charges on the neighboring 
methoxymethyl substituent, residing primarily on its 
H atoms (see Table 2). The asymmetry places the 
peak of negative potential both toward the H(3) 
atom and below the plane of the base ring. 

The region of negative electrostatic potential 
associated with 0(4) extends to the lower face of the 
5-methoxymethyluridine ring as is shown in Fig. 8(c). 
There it is joined by N(3) and 0(52) in creating a 
large region of slightly negative electrostatic 
potential on the ring face. The contribution by 0(52) 
to negative electrostatic potential at points near the 
exterior of the molecule is consistent with the 
STO-5G computations by Politzer & Murray (1993) 
showing strong negative electrostatic potential on the 
surface of the H3COCH 3 molecule around the 
vicinity of the O atom. 

Politzer & Murray (1990) have carried out exten- 
sive computations of the electrostatic potential on 
the surface faces of planar molecules, which they 
choose as being 1.75 A from the central plane. 
Regions of negative electrostatic potential are parti- 

i* . ....... \ ,  

Fig. 9. Electrostatic potential distribution of the Y-O-acetyl group 
using the results from the POP refinement. Contours as in 
Fig. 8. 

cularly important because they are favorable for 
electrophilic attack. The greater concentration of the 
positive charge of a molecule means that most of the 
surface of a neutral molecule will show positive 
electrostatic potential. Politzer & Murray (1990) 
have also discussed the tendency for the nominally 
stronger bonds in unsaturated systems to show 
negative electrostatic potential at the surface in 
simple molecules. However, the electron- 
withdrawing power of substituents such as a chloro 
substituent may cause regions of negative electro- 
static potential to disappear from a molecule. Out- 
of-plane substituents such as the 5-methoxymethyl 
substituents would be expected to have even more 
profound effects on the regions of negative electro- 
static potential. The region above the nominally 
strong C(5)--C(6) bond in MMAcdUrd actually has 
a strongly positive electrostatic potential relative to 
other bonds in all planes between the central plane 
and the surface planes. 

Although the electron density of the lone pairs on 
0(2) is highly asymmetric, the effect of the close 
proximity of atom H(I') to the lone pairs is to create 
a more symmetric distribution of electrostatic 
potential than for 0(4). The peak of electrostatic 
potential near 0(2) is located slightly above the plane 
of the base toward the donor H atom on an O(5'1) 
atom of a neighboring molecule. 

The electrostatic potential distribution in the plane 
of the 3'-O-acetyl group as determined from the POP 
refinement is illustrated in Fig. 9. The carbonyl 
0(3'3) atom has a much more pronounced region of 
negative electrostatic potential than does the ether 
O(3'1) atom. Furthermore, the electrostatic potential 
distribution around the 0(3'3) atom is highly 
asymmetric, reflecting the influence of the positive 
charges on the methyl H atoms on C(Y3). It is 
noteworthy that the negative electrostatic potential 
distributions on 0(4) and 0(3'3) are similarly influ- 
enced by neighboring methyl H atoms and both do 
not accept hydrogen bonds. 

Fig. 10 shows for each of the two hydrogen bonds 
in the plane defined by the three atoms of the 
hydrogen bond (a) the electrostatic potential of the 
acceptor as contributed by the charge distribution of 
the acceptor molecule, (b) the electrostatic potential 
in the region of the hydrogen bond as contributed by 
the charge distribution of both the donor and 
acceptor molecules and (c) the electrostatic potential 
of the donor as contributed by the charge distribu- 
tion of the donor molecule. 

The electrostatic potential in both bonds is every- 
where positive. In both cases, the positive electro- 
static potential around the donor points toward the 
acceptor and, in the case of the O(5')--H(51)...O(2) 
hydrogen bond, the negative electrostatic potential 
points toward the donor. For the N(3)--H(3)...O(52) 
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Fig. 10. Electrostatic potential dis- 
tribution of the hydrogen bonds 
using the results from the POP 
refinement: (a) N(3)--H(3)-.. 
0(5'2), (b) O(5')--H(5'1)...O(2). 
Contours as in Fig. 8. 

hydrogen bond, the negative electrostatic potential 
points away from the direction of the donor. The 
large negative peak in the electrostatic potential dis- 
tribution around 0(52) is associated with the large 
region of negative electrostatic potential generated 
by the negative charges on atoms 0(4), N(3) and 
0(52). In summary, it would appear that both 
molecular-packing considerations and the distribu- 
tions of electrostatic potential near hydrogen-bond 
acceptors affect the geometry of hydrogen bonds. 
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Abstract 

The crystal structure of the pyrene...pyromellitic dian- 
hydride (PMDA) 7r-molecular compound [ (CI6HI0:CI0-  
H206) ;  PYRPMA] has been refined from intensities 
measured at 19 K using the low-temperature accessory 
designed by Samson, Goldish & Dick [J. Appl. Cryst. 
(1980), 13, 425-432] for a four-circle diffractometer. 
Earlier results for the ordered structure [Herbstein & 
Snyman (1969). Philos. Trans. R. Soc. London Ser. A, 
264, 635-666] are confirmed and extended; at 19 K, 
a -- 13.664(3), b = 9.281(2), c = 14.420(3)A, /3 = 
91.80 (2) °, space group P21/n, Z = 4, with two sets of 
pyrenes at independent centres of symmetry and the four 
PMDAs at general positions. The geometrical structures 
of the two components are in good agreement with 
quantum mechanical calculations. Analyses of thermal 
motion and packing show that one set of pyrenes is more 

t Experimental work performed while on sabbatical leave at Caltech. 
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tightly packed than the other; the principal interactions in 
the crystal are 7r-Tr* plane-to-plane interactions between 
pyrene and PMDA and >CH.-.O--C<, between pyrene 
and PMDA, and between PMDAs. 

1. Introduction 

The mixed-stack 7r-Tr* charge-transfer molecular 
compound pyrene..-pyromellitic dianhydride (PMDA) 
[(C16H10:CIoH206); Refcode PYRPMA] undergoes a 
dis-order-to-order transition at ~160K.  Earlier (pho- 
tographic) X-ray studies (Herbstein & Snyman, 1969) 
showed that the space group was P21/a (Z -- 2) above 
,~160K, with pyrenes and PMDAs at independent 
centres of symmetry [present measurements give a = 
13.94(1), b = 9.34(1), c = 7.31 (1)A, /3 -- 93.65 (9) ° 
at 295 K]. Below ,~160 K, the c axis was found to be 
doubled and the space group changed to P21/n (Z = 
4), with two pairs of pyrenes at independent centres 
and the four PMDA molecules in the cell at general 
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